
0018-9219 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.  
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Vol. 105, No. 10, October 2017 | Proceedings of the IEEE 1937

ABSTRACT | With fast development of information engineering 

and social network, people's locations can be conveniently sensed 

by spatial technology, such as global positioning systems (GPS), 

base stations, Wi-Fi access points and even from the appearances 

of the photos they have taken. The social networks and the online 

shopping platforms have been gathering billions of users, who 

share a large amount of images taken in places they live in and 

visit. We can leverage the social networks to express our opinions 

about the services and places of interest (POIs). The interactions 

among users, and user and POIs or services generate big social 

media data, which have rich information for user, location, and 

service cognition. Many real-time network applications rely 

heavily on the accurate social users' locations. How to sense the 

locations from multisource social media data is very important 

and challenging. Thus, in this paper, we give a systematic review 

of the works that combine social media and spatial technology 

for POI cognition and image localization.
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I .  IN TRODUCTION

Recently, we have witnessed a boom in smartphones, with 
which cloud computing and social networks have become 
main flags of our era. Social networks, such as Instagram, 
Wechat, Facebook, Flickr, etc., have the magic power to 
attract billions of users to communicate and share infor-
mation with each other. Social networks are essentially 
different from the traditional internet. They change the 
information transmission and utilization styles. One of 
the most significant features of social networks is the real-
time interaction among users, and that of users and ser-
vices/items/places [17], [31]. The traditional internet has 
a passive information acquisition. Usually, a user is in the 
front of a personal computer (PC) and search informa-
tion. The location of PC is associated with its IP address. 
While in social networks, most of users’ contextual infor-
mation can be well sensed from various spatial sensing 
techniques [3], [9], [172] and the user-generated content. 
We can locate the user by sensing the locations of a smart-
phone or from the user’s shared photos [74]–[77], GPS 
trajectories, and the cell tower locations.

One obvious progress in social network applications in 
recent years has been the introduction of a spatial technique 
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[6], [14], [19], [163]–[164]. From millions or even billions of pho-
tos that have been shared in social media communities, we find 
that more than 30% images have had GPS information [134] 
before 2012. Today almost all of the shared images taken by 
smartphones have GPS information [20], [35], [74]–[77], [102], 
[128], [134]. User’s real-time GPS locations are detected and 
associated with maps in many applications in real-time travel 
guide [27]. For example, an Uber user can know an accurate 
location of a booked car based on the urban traffic condition. 
Thus, he can schedule his travel conveniently.

Today, many applications are built on smartphones. 
They offer more detailed contextual information, such as 
GPS, time, image, its textual descriptions, and so on. Based 
on the supercomputing power, the cloud can return users’ 
instant requirement/query to further guide their actions [5], 
[8], [38], [99]. With the help of the positioning system and 
the geographical feature of the location, the cloud end can 
schedule the detailed route and time for each user.

Social media are rich media. They have  multimodality 
information, such as image, tags, time, views, GPS, etc. As 
shown in Fig. 1(a), for a Flickr user with a user ID 30678935@
N03, the longitude and the latitude denote the GPS coordi-
nate that the photo was taken at. By associating sequential 
photos’ taken dates and locations, we can infer the user’s 
footprints [20], [98], [102] during travel. The dominant loca-
tions of users’ living, working, and dinning can be inferred 
from their GPS trajectories [3]–[25], [34], [166], [167]. Social 
media also provide us the chance to learn more about the 
places of interest (POIs), location-based services (LBSs), and 
users’ preferences [3]–[25], [169]. By exploring the trajecto-
ries of the involved users in a POI, the normal travel routes 
can be mined from the crowdsource social media [98], [117]. 
Moreover, the POI characteristics can be mined and their 
classic/hot viewpoints can be inferred [57], [64]–[95].

Users’ active locations can also be well recognized from 
social media. Thus, from the user interaction with the POIs 
(or the LBS), we can learn more about the user and POI 
simultaneously [107], [109], [113], which is the foundation 
of personalized recommendation [2]–[5], [13], [15]–[18], 
[28], [35], [37]–[43], [168], [169]. Fig. 1(b) shows a user and 
his information on Yelp. The probability of a user visiting 

a location is inversely proportional to the distance from its 
nearest center [11], [12]. We find that users have close inter-
actions with their neighboring places, which can be learned 
about more from the temporal–spatial–contextual informa-
tion extracted from social media.

Social-media-based POI recommendation typically gath-
ers users’ check-in records, venue information including 
categories, and users’ social relationships to recommend a 
list of POIs where users would most likely visit later [3]–[6], 
[24]–[26]. POI recommendation can bring benefits to 
advertising agencies since it can construct effective launch-
ing advertisements to the potential consumers. Near restau-
rants and downtown shopping malls can also be explored. 
GIS data are the important source for POI recommendation 
system. Actually, 3S spatial technology has provided a great 
potential for various recommendation systems [3]–[6], 
including POI [23]–[26], [28], [29], and restaurant recom-
mendation. Remote sensing image analysis has been demon-
strated to be efficient in extracting information from Earth’s 
surface. It has been widely acknowledged that remote sens-
ing has become the most important way to observe the 
important places in real time, on a rapid and wide scale. 
Among these methods, deep-network-based scene extrac-
tion has provided the greatest potential [145]–[146], [151]. 
The geographical condition can also be an important factor 
in influencing users’ traveling behaviors. When we have 
enough information about the spatial patterns on an urban 
street, it would be beneficial to combine it with users’ his-
tory records to obtain accurate POI recommendation.

How to fully utilize the social media data and the sensed 
user position to carry out deep cognition of the place is a fun-
damental problem of personalized recommendation [1]–[2], 
[13], [15]–[18], [21]–[26], [28]–[38]. However, there are 
still several challenges listed below in social media and spa-
tial techniques for POI cognition and image localization.

First, many images are without or with wrong GPS infor-
mation in social media. Although there are many spatial tech-
nologies to sense users’ locations, sometimes the signals are 
poor and the GPS devices of smartphones are not ready, or 
users are not allowed to utilize the GPS information in online 
services. The precision of localization is not satisfied in some 

Fig. 1. (a) Example of Flickr image information. (b) Example of the Yelp user information. The user's textual descriptions, photo, current 
location, time, etc., are shown.
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LBSN applications that require accurate GPS trajectories. Thus, 
how to estimate the GPS or improve localization accuracy from 
user’s photos taken at a POI by fusing multimodal social media 
information is a challenging problem [42]–[63], [144].

Second, for automatic POI discovery, although the total 
volume of data for a POI in social media is huge, there is a lot 
of noisy and irrelevant content generated by users. We still 
have the information loss problem. For example, the textual 
description of a place can be obtained from various aspects 
by different users. Moreover, users may have different shar-
ing behaviors [21], [130]–[135], [140], images captured at 
the same POI may be taken from different viewpoints, and 
images taken during different seasons may look quite dif-
ferent. Due to those ambiguities existing in POI descrip-
tion, it is a challenge to automatically differentiate between 
the true and false information from the big social media. 
Furthermore, how to discover the POI adaptively from the 
orderless social media is quite challenging as well.

Third, comprehensive POI cognition is confusing with the 
huge size of social media data. There is a lot of noise in social 
media, and that information often contaminates the data for 
POI cognition. It is a challenging problem to fully use social 
media data to represent the POI adaptively. There is a lot of 
irrelevant and vastly relevant content for the POI. However, 
as that content comes from various aspects, how to organize it 
and differentiate it orderly is very important in POI cognition.

The rest of this paper is organized as follows. In Section II, 
we provide some notations for social media. The related work 
on POI cognition from social media is presented in Section III. 
Image localization from social media is reviewed in Section IV. 
Finally, conclusion and future directions are given in Section V.

II .  NOTATIONS FOR SOCI A L MEDI A

Let    { I i  ,  u i  ,  v i  ,  view i  ,  l i  ,  text i  ,  time i  ,  camera i  }   i=1  
N    denote the 

multisource information of a collected set of social media, 
including image, user information, location, timestamps, 
views, etc., from various social networks. Here,  N  is the total 
number of images. The corresponding explanations for the 
multisource information are as follows.

  I i    denotes an image that was captured by photographical 
devices, such as cameras, smartphones, remote sensing satel-
lites, and aerial imagery devices [72]. In general, the images 
captured by normal cameras are within the range of 1 km, while 
images captured by remote sensing satellites may have various 
resolutions ranging from several hundred kilometers to several 
meters [72], [145]–[148]. The normal optical camera captures 
images only with three components: R, G, and B channels. 
However, the images acquired by the remote sensing satellites 
usually have many more channels/sub-bands [145]–[148].

  u i    denotes the social media user who shares image   I i   . 
The corresponding user information in social media can be 
associated with the unique user ID, such as 30679835@
No3 shown in Fig. 1(a) and user’s name “Ruggy” as shown 
in Fig. 1(b). The user’s information is important in many 

online applications, social recommendations, and image 
retrieval. High-level spatial–temporal–social context can be 
explored from big social user’s history information, such as 
social circle [137], sentiments [2], [28], [141], sharing behav-
ior [21], [130]–[135], [140], activity ranging, and preferences.

  v i    represents the visual feature of image   I i   . The feature can 
be in various formats, global or local, and low level or high 
level. The global feature can have the following types: 1) the 
color feature extracted from an HSV space; the traditional 
color features are color moment, color histogram, and color 
distribution; 2) the texture feature extracted by local binary 
patterns (LBPs) and their extensions [27], and the wavelet 
transform domain, such as gist; and 3) an edge histogram, 
such as HOG, etc.; the local feature is successfully utilized 
in image matching, recognition, and retrieval. The SIFT fea-
ture is often utilized [36], which also has some simplified 
forms such as SURF [39]. A bag of visual words often adopts  
k -means clustering for the local feature to carry out fast pro-
cessing and indexing [61], [121], [124]–[129], [155], [156]. 
The middle-level and high-level feature extracted from the 
deep convolutional neural network can serve as high-level vis-
ual content annotation, classification, and recognition [171], 
[172]. Except for the raw feature representation of the image, 
enhanced feature representations, such as Fisher vector and 
VLAD, are often utilized [1], [42], [47], [52].

  view i    denotes how many times image   I i    has been 
browsed/viewed by social users from the moment it was 
shared [35]. The view of a social image is also an important 
factor to indicate the popularity/interest/aesthetics of the 
image. In general, well-photographed images can attract 
users’ attention and encourage them to communicate with 
other users about the photo content, such as shooting styles, 
color, illumination, and so on. The view information can be 
utilized in social image ranking and summarization [109], 
and social image retrieval [135], [170].

  l i   = (  lat i  ,  lon i   )  denotes the GPS location (coordinates) 
that the image was taken at. The corresponding latitude and 
longitude are sensed by the satellites. Some of the location 
information can be determined by the embedded GPS devices 
and electronic compasses in user’s smartphones or cameras, 
or determined by cell towers. The GPS is a coarse location rep-
resentation form for the photo [61]. It denotes the location of 
image devices rather than the real location of image content. 
Because of the lack of the pose and angle information, the 
accurate location of the visual content cannot be determined. 
Imagine that from the top of a mountain you take a photo of 
a tower located on the top of another mountain which is far 
away from the mountain you are on. The visual content of the 
photo is the tower (also with its real GPS location) but the 
location of the photo is the mountain you are on. So, the image 
content and the place where the image was taken should both 
be utilized to estimate the real GPS of the image.

  text i    denotes textual descriptions of an image, including 
a title, tags, textual comments from other users/friends, etc. 
For example, as shown in Fig. 1(a), the title of the image is 
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Taj Mahal . The textual descriptions have high correlation 
about the visual content. It is also helpful to image content 
understanding, POI recommendation, image localization, 
and retrieval [135], [141]–[144], [170]–[171].

  time i    is a timestamp of when the image was taken. This 
information is somewhat valuable, providing information 
about the season and time of day by combining the GPS 
information [122], [135].

  camera i    is the corresponding camera information about 
the image. Although some photographs contain additional 
information embedded as metadata in EXIF format obtained 
via a GPS device or cell tower triangulation [71], this infor-
mation is still not available in the majority of social images. 
Many digital cameras embed focal length and other camera 
related information in the EXIF tags of image files [80].

III .  POI COGNITION

From the big user contributed social media, POIs can be dis-
covered automatically. Assume that  P  POIs can be explored 
from a given collection of social media with  N  images. We 
denote the corresponding POI discovery as follows: 

  {  I i  ,  u i  ,  v i  ,  view i  ,  l i  ,  text i  ,  time i  ,  camera i   }  i=1  
N   →   {PO  I p  }   

p=1
  P   .  (1)

The POI can be explored more based on the available 
multiple contextual information. However, the variance of 
users’ sharing behaviors raises some problems in POI dis-
covery and cognition [134], [135]. In this section, we review 
related works on POI cognition including POI summariza-
tion and 3-D reconstruction by exploring the available mul-
tisource social media.

A. POI Discovery Approach

How to discover POIs [7], [98], [110] and learn their 
attributes from social media has drawn much attention in 
the past decade. The following approaches can be utilized in 
POI discovery [64], [65], [70], [71], [98], [117], [129], [143], 
including GPS clustering, social factor tuning, visual clus-
tering, and POI merging approaches.

1) GPS Clustering: Most existing POI discovering 
approaches apply density-based location clustering, 
such as k-means clustering and mean-shift clustering, 
and geotagging in community-contributed photos [98], 
[117], [136]. The GPS clustering-based POI discovering 
approaches directly utilize the GPS coordinates of social 
images    { l i  }   i=1  

N   =   {(  lat i  ,  lon i   )}   i=1  
N    to determine the POIs 

   { POI p  }   p=1  
P    in the real world. These approaches are purely 

big data driven, mainly consisting of the following steps.
First, by assigning the initial starting point  l  and band-

width  h , the mean shift vector   M h   (l)   is expressed as follows:

   
{

 
 M h   (l)  =   1 __ k    ∑  l i  ∈ S h      ( l i   − l)  

   
[0.5pc]  S h   ≡  { l i   :   ( l i   − l)    T  ( l i   − l)  ≤  h   2 } 

    (2)

where   S h    is the circle whose radius is  h ,  l  is a centroid, and  k  
is the number of images with GPS location information that 
fall in the region   S h   . Second, we update the starting point by 
adding the determined mean-shift vector as follows:  l ←  u  ̂ l + 
  M h   (l)  . Then, the starting point is iteratively updated until 
all of the points are traversed. Finally, the centroids of 
the  clusters are utilized to represent the GPS locations of 
the POIs.

2) Social Factor Tuning: Each image from social media is 
associated with its shared user. Different users have differ-
ent sharing behavior. In the mean-shift clustering approach, 
the contribution of each location is viewed to be identical. 
The user who shares more images at a location normally 
contributes more in the density-based GPS clustering as 
shown in (2). This will make the mean-shift vector biased 
to the user who shares many photos at a POI, especially, for 
the user who utilizes batch sharing. To balance the user fac-
tor in POI discovery, the location frequencies from the same 
user are taken into account [109] and utilized to modify the 
mean-shift clustering approach as follows:

   M h   (l)  =   1 __ k    ∑  l i  ∈ S h      W  u  l i    
   ( l i   − l)    (3)

where   W  u  l i    
    is the weight of the user at the GPS location   l i   . 

In the traditional mean-shift clustering,   W  u  l i    
   = 1  for all the 

images, while in the social factor tuning-based mean-shift 
clustering approach, the weight of the user who shares many 
photos at a single location is reduced. The larger the number 
of images that the user shared at the location, the smaller 
is the weight of each single image. Thus, the weight of an 
image is an inverse of the total number of images that are 
shared by the user, and the weight is rewritten as follows:

   W  u  l i    
   =   1 ___ 

  √ 
__

 N   u  
    (4)

where   N u    denotes the total number of photos shared by user  
u  at GPS   l i   . This approach can prevent the centroid drift to 
the users who share more photos in a place by batch sharing 
[134], [135]. Except for the user factor, the view information 
can be fused to mine POI. The photos viewed by many users 
contribute more in POI discovery than that with few users 
[109], [135].

3) Visual Clustering: The visual-clustering-approach-
based POI discovering is based on the visual features of 
social images as follows:

    { I i  ,  v i  }   i=1  
N   →   { POI p  }   

p=1
  P   .  (5)

Many image clustering approaches can be utilized [121], 
[124]–[127], for example, the SIFT-feature-matching-based 
approach, the graph-growth-based approach, the near 
duplicated group finding approach, and the visual retrieval 
approaches.

In the graph-growth-based approach, each image is 
viewed as a node, and a link between two nodes denotes the 



Qian et al . : On Combining Social Media and Spatial Technology

Vol. 105, No. 10, October 2017 | Proceedings of the IEEE 1941

edge of the graph. The weight of the edge is determined by 
the similarity of the two images (i.e., nodes) based on their 
visual features. In the graph-growth-based approaches, the 
images are first grown from two seed nodes with the small-
est distance in the image set. Then, nodes are adaptively 
added to the graph by verifying that the newly added node 
has sufficient similarity to existing nodes in the previous 
iterations [119], [121].

Similar to the graph-growth-based approach, a commu-
nity-detection- or graph-cut-based approach can also be uti-
lized to determine the visual clusters for a given image collec-
tion [121]. Different from the graph-growth-based approach, 
the graph-cut- or community-detection-based approach first 
models the whole connected graph for all the images [1].

The visual clustering approaches are often utilized in the 
image retrieval with diverse viewpoints or semantics rerank-
ing [135], [138]. The top ranked images can be selected 
from different clusters, respectively, rather than from the 
same cluster.

4) POI Merging: Different POIs have different ranges. In 
the mean-shift clustering, the corresponding bandwidths are 
different. Different POIs have different appearances. Some 
clusters can be merged as unique ones when the clusters are 
too close and share similar visual content [98], [117]. Any 
two clusters can be merged when the following conditions 
are satisfied:

   POI j   =  POI j   ∪  POI k   ; 
(6) s.t. dist ( v  j  

r ,  v  k  r  )  ≥ thr and dist ( POI j  ,  POI k  )  ≤  d 0     

where   v  j  
r   and   v  k  r    are the visual features of the representa-

tive images from   POI j    and   POI k   , and  dist (⋅)   denotes their 
geographical distance.  thr  and   d 0    are the two parameters to 
constrain the POI merging.

Other factors for social media, such as tags [110], [117], 
sentiments explored from the textual descriptions [111], and 
socially-aware factors, can be utilized in POI clustering [13], 
[103], [112].

B. POI Reconstruction

Social networks gather a wide range of images for POIs 
from various users taken at various time and various view-
points. Thus, it is possible to reconstruct the POI from crowd 
contributed photos. There are some challenges in reconstruct-
ing high-quality 3-D models for the photos collected from 
social media. First, pictures from social media are order-less. 
Second, camera settings are different from each other. Last, 
the efficiency of the reconstruction algorithm is extremely 
computationally intensive for a large-scale social image set.

1) Sparse 3-D Model: Based on the clustered photos, 
structure from motion (SfM) is an efficient tool to gen-
erate sparse 3-D models for a POI. SfM takes the relative 
geometries from the viewing graph as an input and outputs 

3-D reconstruction results, consisting of camera poses and 
sparse 3-D points. SfM aims to recover camera parameters, 
estimate poses, and generate a set of sparse 3-D POI geom-
etry from social images [80]–[88] by local feature matching. 
SfM algorithms initialize each image by pose estimation, 
and select two images to carry out matching. The recon-
structed points are further checked by ensuring that they are 
well conditioned before adding to the model of the POI. The 
focal length from the EXIF is important information which 
is utilized in the POI reconstruction. Sometimes, many 
social images do not have this information. So, we need to 
estimate it before POI reconstruction.

In general, the SfM-based 3-D reconstruction consists 
of the following three steps: 1) SIFT feature extraction; 
2) SIFT feature matching between pairs of images; and 
3) camera parameters recovery by running SfM iteratively. 
The fundamental matrix for the pair of images is estimated 
by RANSAC. A candidate fundamental matrix can be esti-
mated by SfM with nonlinear optimization (or bundle 
adjustment). The noise matches are viewed as outliers and 
removed before the fundamental matrix recovering.

The bundle adjustment is computationally intensive for 
SfM. So, some researchers try to utilize the global SfM [83], 
rather than the incremental SfM [80].

From the POI clustering on the collected social media, a 
set of POIs can be discovered as described in Section III-A. 
For each POI, its 3-D point cloud models can be generated 
by SfM-based matching as follows:

    { POI p  }   
p=1

  P   →   { M j  }   
i=1

  J    (7)

where    { M j  }   
i=1

  J    denotes the sparse 3-D point clouds, and  J  is 
the total number of reconstructed 3-D models.

After completing the process of 3-D reconstruction for 
the images from a visual album of a POI, we obtain a group 
of 3-D models, including camera information  C  and geomet-
ric point’s information  G  [80]. We represent the group of 
3-D model information as follows:

 S = { C; G}. 

Geometric information  G  of a reconstructed POI con-
tains a three-vector describing points of 3-D position, a 
three- vector describing the RGB color of the point, and a list 
of views that the point is in. Camera information  C  contains 
three-vector camera position, focal length  F , three-vector 
translation  T ,  3 × 3  matrix format of rotation  R , and param-
eters of radial distortion [80].

2) Dense 3-D Model From Multiview Stereo: Compared 
with the sparse 3-D models, the density 3-D models have 
consistent texture, smooth surface, and vivid color for the 
POI, which can be utilized in POI-related VR and AR appli-
cations and 3-D image retrieval.

From SfM, a set of sparse 3-D models are reconstructed. 
The 3-D models are shown in Figs. 2(b) and 3(a) and (b), 
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which mainly consist of the matched points. The sparse 3-D 
models are composed of a set of isolated points, while the 
POI itself has consistent texture and surface. Therefore, 
researchers try to densify the sparse 3-D models to yield the 
dense model [48], [79]–[81], [84], [86]–[88].

Shen [87] proposed a depth-map merging-based multiple 
view stereo method to define the 3-D sparse model. A patch-
based stereo matching process was used to generate the 
depth map in each image. A depth-map refinement process 
is utilized to enforce consistency over neighboring views.

Agarwal et al. [79] reconstructed a POI by SfM to infer 
camera viewpoints and sparse 3-D scene structure from 2-D 
pictures, and multiview stereo (MVS). The MVS produces 
dense 3-D geometry based on a set of calibrated photos.

Frahm et al. [81] sequentially carried out image clus-
tering, stereo, stereo fusion, and SfM to generate the den-
sity model for a POI. The visual clustering is an effective 

way to remove irrelevant images from the large collected 
social images. Due to the fact that social images are 
redundant, selecting some iconic/representative images 
for 3-D reconstruction is more efficient. These coarse 
3-D models reconstructed from iconic images were sub-
sequently extended using additional, noniconic views to 
improve the coverage of the POI.

Furukawa et al. [84] expanded the key points repeat-
edly to remove false matches from a large sparse collec-
tion of matched feature points. They further enforced local 
photometric consistency and global visibility constraints to 
improve the quality of the 3-D density model.

Li et al. [86] improved the patch-based multiview stereo 
(PMVS) to reconstruct 3-D models for a POI from the fol-
lowing two aspects. 1) As the reconstructed point cloud is 
not well consistent with its local geometry in normal recon-
structed 3-D model, they utilize a patch adjusting approach 
through scene geometric information enhancement for the 
patch normal estimation. 2) As 3-D model reconstruction is 

Fig. 2. POI reconstruction. (a) Image collections for a POI (to be 
continued). (b) Sparse 3D point cloud. (c) Dense 3D model..

Fig. 3. POI reconstruction. (a) Sparse 3D point cloud and the 
registered images in the overhead view. (b) Sparse 3D point cloud 
and the registered images in the top-front view. (c) Dense 3D model.
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computationally intensive, they propose a multiresolution 
expanding approach to balance the reconstruction accuracy 
and the computational cost.

Wang et al. [88] proposed an improved version of PMVS 
based on quasi-dense matching. Patch expansion by build-
ing a quasi-dense set of initial patches is efficient to reduce 
the computational cost in dense model reconstruction.

Useful 3-D geometric information that is available in 
3-D patches (i.e., oriented points) has not been completely 
explored. Song et al. [48] proposed tensor-based multiview 
stereo (TMVS) for quasi-dense 3-D reconstruction from a 
large unstructured collections of social images. This work 
is based on the PMVS. They fused photograph consistency, 
visibility, and geometric consistency in MVS to generate 
high-quality density models.

3) High-Level Semantic Cognition for POI: Each POI has 
its own characteristics, which can be also inferred from the 
appearance of the scene related photos, user’s check-in pat-
terns [2]–[5], [8]–[10], [115], and the textual descriptions by 
social users. Thus, from the social media, high-level seman-
tics for the POIs can be mined by visual content analysis and 
image annotation, for example, learning the POI function-
alities [5], [8], [64] from the textual, visual, user behavior, 
and geographical sources [64], [65], [115].

C. POI Summarization

From the large user contributed photos taken at a POI 
from various viewpoints, we know the POI well by selecting 
representative images with diverse viewpoints [121], [130]. 
The POI summarization can be derived by the following pro-
cess: 1) selecting representative images from clusters obtained 
by mean-shift clustering or visual clustering; 2) selecting 
 representative images from the 3-D reconstruction models; 
and 3) multimodality-based POI summarization.

1) Representative Image Selection from Clusters: From the 
geographical distribution point of view, the presentative 
images can be selected from the locations of interest (LOIs), 
which can form the smaller scale of the POIs. Images 
selected from the clusters can serve as the top ranked 
results. For example, based on the GPS or visual clusters, a 
representative image can be selected by determining the top 
ranked image for POI summarization. In both of the above 
cluster-based representative image selections, it is impor-
tant to verify the top ranked results with diverse viewpoints.

Qian et al. proposed a viewpoint-modeling-based POI 
summarization approach [121]. They first grouped the 
images into visual album (VA) by SIFT feature matching 
and identical semantic points (ISPs) detection [124]–[127], 
[130]. The relative viewpoint can be modeled by exploring 
the spatial layout of ISPs. Finally, a 4-D vector was utilized 
to represent the viewpoint of each image from the POI, 
which captured the horizontal, vertical, scale, and rotation 
information of the image. Based on the viewpoint of each 

image, a representative image with diverse viewpoint can be 
selected for POI summarization.

2) Representative Image Selection from 3-D Models: The 
dense 3-D models for the POI are an effective way for the 
POI visualization. Based on the SfM and 3-D reconstruc-
tion, the image taken from each POI can be registered/ 
localized in the real 3-D world coordinates as shown in 
Figs. 2(b) and (c) and 3(a) and (b). The registered images’ 
locations distribute orderly in the scene, which is helpful 
in discovering the hot spots for each POI. A representative 
image can be selected from the distribution of the images in 
3-D models of the POI. However, there is not much work in 
this area reported yet.

3) Representative Image Selection by Multisource Fusion: 
Except for selecting representative images from the clus-
tered locations, there is multisource information available 
on social media to select representative images for visual 
summarization of the POI.

Kennedy et al. [162] fused contextual and visual features 
to generate representative images for POI summarization.

Simon et al. [69] proposed a greedy clustering technique 
to partition the image set into groups. They detected the 
canonical views based on the co-occurrences of visual prop-
erties and the representative tags extracted from the multi-
user contributed photo collections for POI summarization.

Zhao et al. [120] proposed a Dirichlet process Gaussian 
mixture model to discover latent scenic themes, such as, 
sunny, night, snowy, foggy view, etc. The top ranked themes 
are selected to summarize the POI.

Jiang et al. [118] proposed a location-based high- 
frequency shooting locations of POIs. Visual verification is 
utilized to diversify the top ranked summarization result.

Ren et al. [109] proposed an effective POI summariza-
tion approach by an improved geoclustering with visual and 
view verification. It helps to have a representative and com-
prehensive perception of POI.

I V.  IM AGE LOC A LI Z ATION FROM 
SOCI A L MEDI A

How to determine accurate location for social images is chal-
lenging. This is caused by low sensing accuracy in GPS systems 
and noise in the generated content from social users [45], 
[54]. Researchers have proposed some solutions by utilizing 
the visual information and the multimodality information to 
improve the performance of location estimation [42]–[77].

A. Inference of Location From Photos

In social media, some of images may not contain geotags 
or only have coarse geotags [42]–[54]. Visual feature match-
ing or learning-based approaches [45], [47], [49], [53], 
graph-based approach [48], [59], etc., can be utilized to 
improve image localization performance.
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From large-scale geotagged photos, some researchers try 
to find repeated patterns [43], [53], [56], [57] to estimate accu-
rate image localization and carry out the geographical rele-
vant tag suggestion [71], while in the visual-feature-matching-
based geolocalization approaches, the computation is quite 
expensive. To reduce the computational cost, representative 
image selection [61], [62], scalable representation [44], [61], 
[74], and fast indexing techniques [61], [62], [66], [73] are 
possible solutions. Different features have different contribu-
tions in location inference, thus, effective feature selection 
[52], [53], weighting, ranking, and reranking approaches are 
often utilized [43], [46], [58], [61]. Some researchers resort 
to the multimodality and multisource-based geolocalization 
approaches to suppress noise in social media [76]. The textual 
descriptions, timestamps of sequential photos, video sources, 
etc., can be fused in the geolocalization system. Except for 
the feature-matching-based location inference approach, 
learning-based approaches are also utilized [45], [49], [52], 
[54], [77], such as deep-feature-based image location estima-
tion approaches [42], [46], [50], [51], [55].

The existing visual-appearance-based geolocalization 
approaches can be classified into the following three catego-
ries: 1) visual-matching-based approaches [61]–[64], [74], 
[125]; 2) salient visual feature enhancement approaches 
[44], [47], [57], [60], [128]; and 3) learning-based 
approaches [45]–[49], [54], [77]. Next, we discuss these 
approaches in more details.

1) Visual-Feature-Matching-Based Geolocalization Approach: 
Images taken at the same location may share similar appear-
ance, i.e., having similar textures, colors, and local patterns. 
Thus, the straightforward way is to utilize the GPS locations 
of the closest visual neighbors to represent the location of 
the input query image  q  as follows:

  l q   = ( lat q  ,  lon q  ) = ( lat o  ,  lon o  ), o = arg  min  
i
    (dist( v i  ,  v q  ))  (9)

where  dist( v i  ,  v q  )  is often represented by the Euclidean dis-
tance of the two visual feature vectors.

IM2GPS [63] estimated image geographic location from a 
large collection of geotagged social images by utilizing the low-
level visual feature similarity. Many improved methods were 
proposed [61], [62], [64], [125] to overcome the inefficiency 
in the nearest-neighbor-based approach location estimation.

Instead of utilizing the nearest neighbors, a voting of the 
locations from the top- k -nearest neighbors ( k -NN) is utilized 
to determine the location of the query image. The majority 
GPS location that appears in the top- k  images is regarded as 
the location of the input image. When  k = 1 , this approach 
is identical to the nearest-neighbor-based approaches [61], 
[63], [74]. Setting appropriate  k  is important to achieve bet-
ter performance.

Li et al. [61] proposed a hierarchical clustering approach 
to estimate image GPS location. They utilized global fea-
ture clustering to generate coarse GPS locations. Then, the 
refined GPS location was obtained by local feature matching 

from the selected representative images. An inverted file 
structure of bag of visual words (BoW) for representative 
images was then built to speed up the online positioning 
process. Finally,  k -NN-based approach was applied to esti-
mate the GPS for the input image.

2) Salient-Feature-Enhancement-Based Approach: The 
 visual-feature-matching-based approaches view the contri-
bution of each single feature identical in image geolocaliza-
tion. Actually, different features have different contributions 
in image localization estimation. Thus, feature enhance-
ment approaches can be utilized to improve localization 
accuracy and reduce computational costs, including feature 
weighting, salient visual structure bundling, salient region 
enhancement, and salient feature indexing.

a) Feature-weighting-based approach: The visual- feature-
based approach is to find visually similar neighbors by 
weighted feature matching, which can be described as 
follows:

  dist( v i  ,  v q  ) =   ∑ 
j=1

  
D

   w j     ‖ v i   (j)  −  v q   (j)‖  
2
     (10)

where   w j    is the weighting vector which is utilized to empha-
size each feature bin, and  D  is the dimensionality of the vis-
ual feature. For example, the simplest way is to determine 
the contribution of each feature (or feature bin) extracted 
from the visual word models. In this case, the weights can 
be determined by their TF-IDF information, such as utiliz-
ing the discriminative power of the BoW or POI-dependent 
feature selection [60], [128]. So, by assigning the higher 
weights to the POI discriminative features (visual words), 
geolocalization performance can be improved. Salient/
discriminative feature for a POI is determined by ranking 
the TF-IDF values of the BoWs or other local descriptors 
[44]. The extracted salient feature is called a salient visual 
word (SVW). Based on the extracted salient feature, feature 
matching or the spatial consistent checking [57], [124] can 
be adopted to find visually similar neighbors. Then,  k -NN 
can be utilized to determine the final estimated location for 
the input image.

Spatial consistent checking and verification [155], [156] 
can be utilized to enhance the feature in image localization. 
Spatial verification is proved to be an effective way to find 
duplicated images. Torii et al. [47] used the compact vector 
of locally aggregated descriptors (VLADs) encoding for local 
descriptors, to carry out efficient compression, storage, and 
indexing.

b) Salient visual structure bundling approach: The direct 
feature modeling and feature-weighting-based image 
localization approaches only consider the contribution 
of features independently. However, in a POI, some fea-
tures are appeared concurrently. The images taken at a 
POI have domain structures or unique local patterns [43], 
[56], [59], [126]. The image localization performance can 
also be improved by enhancing the salient regions of each 
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POI. Two salient structure representation approaches can 
be explored to estimate the location of the image. They are 
based on the salient visual words: salient visual word pairs, 
namely visual phrases [124], [126], and salient regions/
patches [43], [62], [152].

A salient visual phrase/pair (SVP) consists of two salient 
visual words, SVW    1    and SVW    2   , as follows:

  SVP =  ( SVW 1  ,  SVW 2  ) .  (11)

One way to select the two SVWs is based on their spatial 
distance [124] as follows:

  dist ( SVW 1  ,  SVW 2  )  =  √ 
______________

    ( x 1   −  x 2  )    2  +   ( y 1   −  y 2  )    2     (12)

where   x i    and   y i    denote the abscissa and ordinate values of   
SVW i   . Other methods, such as the visual phrase selection 
method, can also be utilized, which is based on the stabili-
ties (invariant in scale, rotation, and illumination) of the 
SVWs [62], [152].

The SVP is a local structure that consists of two SVWs. 
Different SVPs have different contributions in visual-based 
image location estimation [152]. In Fig. 4, the SVPs in green 
ellipses are more stable than those in blue, as those two 
SVWs in all the three images are the same. The SVPs in red 
ellipses shown in Fig. 4(a) and (b) are the same, and they 
are different from those in Fig. 4(c). So, by counting the fre-
quency of SVPs in each POI, we can derive their discrimina-
tion ability in image localization. Ranking the SVPs, stable/
robust structure can be explored. To represent the SVP, the 
spatial coding can be utilized [66], [152], [155], [156]. It is 
an effective feature to find near duplicate images. Thus, the 
stable ranking order of the three circles (i.e., SVPs in Fig. 4) 
is green, red, and blue.

Other approaches also can be utilized to determine the 
visual phrases [155], [157]. Based on SVW and SVP, salient 
structures can be explored. Sattler et al. [43] proposed to 
utilize the geometric bursts to localize images represented 
by a set of visual words that co-occur repeatedly in images 
with similar distributions.

The visual phrase constructs some local regions/patches 
which are helpful for identifying the local structure of 
images. The salient local structures often simultaneously 
appear in a POI. However, SVW and SVP only can capture a 

small structure/region/patch in an image. Sometimes a large 
region can be explored. The region can be derived by explor-
ing the visual attention model [158]–[160], the maximally 
stable region (MSER) [52], [154], regions after mean-shift 
clustering [62], [152], Harris affine, an edge-based region 
detector (EBR), an intensity-extrema-based region detector 
(IBR), and an entropy-based region detector. More descrip-
tion for the salient region detection can be found in [41].

c) Saliency map: The saliency map can be also utilized to 
describe the salient region. Let  S(x, y)  denote the saliency 
map of an image. It can be determined by DHSNet [158], 
RC [159], GBMR [160], and other works [171]. Then, we put 
those saliency models into our system and recommend pic-
tures. The saliency map information can be fused in finding 
visually similar neighbors. The strength of the saliency of 
each pixel or region can be viewed as the weight to constrain 
the similarity measure.

The similarity can be also measured by some part-model-
based approach, for example, the BoW histogram of the 
region, color, texture patterns, or the spatially consistent 
information of BoWs [62], [152].

d) Salient region: Let  X =  {( x i  ,  y i  )}  i=1  
n    denote the coor-

dinates of SVWs after selection. Mean shift can be utilized 
to group the salient features into clusters. The sizes of the 
salient regions after mean-shift clustering are far larger than 
those of SVWs [62], as shown in Fig. 5. The circles contain a 
set of SIFT feature points that are closer to each other. The 
corresponding salient regions after clustering can be utilized 
to represent the salient structure of the image. In this case, 
the visual-feature-based image geolocation is converted to 
measure the similarity of salient structures of images.

For a query image  q  and a data set image  r , we assume 
that there are  m  candidate matching regions (patches, struc-
tures, or clusters). Let  St r  r  

j  , (j = 1, 2, …, m)   denote the cor-
responding  m  structure similarity scores.

In [152], the region matching was based on bounded 
visual words learned from SIFT. In [62], the visual words’ 
geometric information was coded and utilized in similarity 
measurements.

It is rational to utilize the average score of the candidate 
matching structure to denote the similarity of those two 
images. Moreover, the best matched pairs can be repre-
sented by the similarity of query image  q  and refined image  r  
as follows:

  Score(r)  = (St r  r  
j  ),  j = 1, 2, …, m.  (13)

Fig. 4. Salient visual phrase representation for images taken at a 
POI. Only several salient visual words and salient visual phrases 
are shown. Fig. 5. Salient region representation for a POI.
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The maximum similar structure-based similarity meas-
urement approach is robust to the variations of rotation, 
illumination, scaling, etc. [62], [152]. It is even robust to an 
occlusion problem in image retrieval.

Li et al. [60] exploited geodistinctive visual elements 
to build a contextual query-specific representation of each 
candidate location by integrating both the distinctiveness of 
visual elements and the matching score.

Saurer et al. [53] proposed to recognize the mountain 
by finding the visible skylines in images. The visible skyline 
was represented by a set of contour words, including their 
offset angles.

Torii et al. [56] utilized a scalable representation for the 
repeated structures for place recognition in urban environ-
ments. They detected and assigned repeated structures in 
images by exploring the groups of visual words with simi-
lar appearance. Furthermore, geometric verification was 
enforced to suppress ambiguous repeated image patterns.

Shanker et al. [59] exploited the inherent structures of 
urban environments such as man-made buildings that are 
orderly along streets with geometrically regular intersec-
tions for image location estimation. This approach fused 
the detected roads, intersections, and buildings in an image 
geolocalization system.

Some researchers also focused their attention on esti-
mating the place where the image was taken at any indi-
vidual street locations with a few images captured [54]. A 
cell-based approach was utilized to divide Earth into grids 
and assign each image to the grids.

e) Salient region indexing: The feature-matching-based 
similarity measurement approach normally is computation-
ally intensive [61]–[65], especially when the size is large. 
Building a fast indexing structure can speed up the online 
location estimation process.

The bag of visual models in visual search is also 
inspired by the fast indexing structure in a text searching 
engine. An inverted file index for all the images is shown 
in Fig. 6(a). For each image, the visual word’s spatial and 
description information, such as the coordinates, scale, and 

orientation of the SIFT feature descriptor, can be recorded. 
Fig. 6(b) shows the corresponding visual indexing for the 
visual phrases for an input query image. It only requires to 
record the two SVWs and their corresponding descriptors. 
As for each SVW, its indexing structure is identical to that 
of Fig. 6(a). The salient region indexing structure as shown 
in Fig. 6(c) is more complicated than those of the visual 
word and the visual phrase. It builds index for each visual 
words appearing in the images. Correspondingly, the salient 
regions in each image are recorded respectively.

Li et al. [61] carried out hierarchical clustering with local 
refinement to improve image localization performance and 
reduce computational cost. They selected representative 
images from each refined cluster to reduce the size of data 
set and build a fast file structure for representative images 
to speed up the online image location estimation process.

To improve feature discrimination in image localiza-
tion, geometric consistent checking, spatial arrangement, 
and spatial verification for the salient region/structure were 
often adopted [66], [153]. For example, the spatial coding for 
the salient visual word [44], [124], the salient visual phrase 
[126], the visual word group [62], [152], geometric bursts 
[43], geodistinctive visual elements [60], and so on are 
effective ways to get better image localization performance.

3) Learning-Based Geolocalization Approach: Except for 
the feature matching and retrieval-based geolocalization 
approaches [41], [44], [61]–[67], [128], some researchers 
regarded the image location estimation problem as a clas-
sification or location recognition problem [42], [45], [46], 
[48]–[52], [55].

Given a set of training sets for the locations 
   { I i  ,  u i  ,  v i  ,  view i  ,  l i  ,  text i  ,  time i  ,  camera i  }   i=1  

N   , the learning-based 
approaches utilized the weakly labeled visual features to 
train the location classifiers. For the input query image  q  
with its visual feature   v q   , the learning-based approach 
directly estimates its location index  lq  by the trained kernel 
as follows:

  lq = sign (K ( v q  ) ) ,   l q   ∈  { l n  }  n=1  
c    (14)

where  K (⋅)   is the kernel function, and  c  is the location 
number.

Various discriminative learning tools can be utilized in 
the learning-based approach, including the widely utilized 
support vector machine (SVM) classifiers [45], [49], [54], 
[77], graph models [48], and a deep learning approach based 
on convolutional neural networks (CNNs) [46], [50], [51]. 
Other learning-based approaches, such as logistic regres-
sion (LR), random forest (RF), decision tree (DT), gradient 
boosting decision tree (GBDT), and SVM cross validation 
(SVMCV) [161], can also be utilized.

For the SVM classifier, the kernel function is as follows:

  K ( v q  )  =   ∑ 
j=1

  
N

   l j    ε  j   SVM ( v j   ,  v q  )   + b  (15)

Fig. 6. Illustration of the inverted file structure for the offline 
image set. (a) Visual word indexing. (b) Salient visual phrase 
indexing. (c) Salient region indexing.
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where  SVM (⋅)   is the trained SVM classifier, and   ε  j    and  b  are 
parameters learned by SVM.

For the CNN-based approach, both the feature from the 
fully connected layer before softmax and the mapping results 
of softmax layer can be utilized for location  estimation. 
Moreover, Arandjelovic et al. [42] designed a trainable gen-
eralized VLAD layer, to aggregate conv5 convolutional fea-
tures for location estimation. Lin et al. [46] used a pair-based 
network structure to learn deep representations for distin-
guishing matched and unmatched cross-view image pairs.

B. Multisource-Fusion-Based Image Geolocalization 
Approach

Social media provide multisource information, which 
are correlated with each other. Thus, image location can be 
estimated by multisource fusion. The text information [72], 
including tags, titles, and textual comments of an image 
[75], [77], [78], timestamps [76], user information [68], 
[73], and even other sources of visual content captured by 
remote sensing satellite, aerial image [46], [51] and video 
sequences [67], [68], [77] can be fused in a unified system 
to obtain accurate image localization.

Crandall et al. [72] fused visual, textual, and spa-
tial–temporal features of a photo for location estimation. 
Zheng et al. [73] leveraged internet image search engine 
and the vast amount of multimedia data on the web, to esti-
mate image location. Workman et al. [51] aimed to local-
ize ground-level query images by matching against a data-
base of aerial images. They modeled the image localization 
problem as a cross-view image geolocalization  problem. 
They utilized CNN to learn the similarity between aerial 
imagery and the corresponding matched ground-level 
image. Kalogerakis et al. [76] modeled the sequence of 
time-stamped photographs of batch images taken at a cer-
tain interval. The process was formulated by the hidden 
Markov model. The location can be inferred by using the 
forward–backward algorithm.

C. Three-Dimensional-Modeling-Based 
Geolocalization Approach

According to the SfM-based 3-D reconstruction from the 
collected images taken at the POI, a set of 3-D models can 
be obtained. Correspondingly, the pose of each image/cam-
era can be located in the 3-D word coordinate [89]–[97]. As 
shown in Fig. 2(b), the image taken locations are registered in 
the sky. We know that the images were captured by unmanned 
aerial vehicles, while we can see that positions of the photos 
are all on the ground for the images shown in Fig. 2(b).

The SfM algorithms estimated the relative camera loca-
tions and poses in the 3-D coordinate. The real location esti-
mation process is to align the model with a georeferenced 
map, such as a remote sensing satellite image. This kind of 
approach is able to determine the absolute geocentric coor-
dinates of an image (or camera) from an overhead map.

V. CONCLUSION A ND F U T U R E 
DIR ECTIONS

Social media are full of rich users and services. With more 
powerful smartphones many latent applications can be car-
ried out at users’ mobile end. The giant computing power of 
cloud computing platform makes it possible for us to pro-
vide a quick response to the users’ interactions anytime and 
anyplace. The large volume of social media is convenient for 
us to learn in detail more about the users’ instant require-
ments. In this paper, we reviewed the existing works on POI 
localization, cognition, and summarization by exploring the 
social contextual information. Although temporal, spatial, 
social, and sentimental aspects have been explored, the bot-
tleneck still exists and there are several directions which can 
be explored further.

A. Multisource and Multimodality Fusing-Based 
Localization

In smartphones, there are many applications that can 
sense users’ contextual information and communicate with 
their local clouds. By gathering the data from various local 
clouds, we can know more about the users and services by 
exploring rich multimedia information. How to use these 
temporal–spatial contextual information and location activ-
ity attributes to come up with best personalized services 
is still a challenge. Most of the recent works only view the 
GPS information of each photo independently. Their inner 
correlation is not well explored and fused to achieve better 
location estimation performance. Moreover, there are vari-
ous spatial technologies to localize the user. Different spatial 
technologies have different characteristics and precision. 
Thus, how to fuse them into a unified framework to improve 
image localization performances is a future direction.

B. Cross-Media Association-Based POI Cognition

Most of the recent works have focused on only the 
source from one social medium to carry out POI cognition. 
However, there are many social media platforms that gather 
a wide range of sources of the POIs. How to make a full 
use of multisource social media to obtain complementary 
cognition for the POI is a future work. However, different 
social media have different styles. For example, the texts 
in Weibo are quite short, while the texts in Flickr or other 
image sharing platforms are much longer. How to fuse them 
into a unified framework is a challenging problem. We need 
to balance the mismatching problem of different sources. 
For example, in some social media, the majority informa-
tion type is text, while in others, it is image/audio/video. We 
need to find an effective tool to bridge them and make them 
contributive in user and POI cognition.

As in social media, different users have different contri-
butions, different influence, and different sharing behaviors, 
which affect the importance of the source they provided. 
User cognition and POI cognition can be fused with one 
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another to suppress noise and get comprehensive cognition 
for the social media. Moreover, in POI summarization, the 
style can range from various aspects, such as audio, visual, 
textual, and so on.

C. User Privacy Protection

Applications in users’ smartphones can sense their 
spatial temporal contextual information and infer well the 
users’ working place and location. We can infer users’ trajec-
tory with sufficient accuracy through the sequential checkin 
and cell tower in wireless communications. Thus, with the 
development of social media and the association within dif-
ferent social media communities, users’ privacy may not be 
safe. How to make sure that the users’ data are legally uti-
lized is still a challenging problem. How to detect the exist-
ence of illegal information by big social media association 
and how to remove illegal activity by a data-driven approach 
are two very urgent issues. How to build a safe defense 
mechanisms for user data and how to serve the people but 
not bring them any inconvenience are also challenging top-
ics for the near future.

D. Efficient and Fast 3-D Reconstruction

As for the scene/place, we can get various description 
information and different languages to illustrate them. In 
the existing 3-D reconstruction, the order-less social images 
are utilized to reconstruct the 3-D models for the POI. 
The images taken from different viewpoints, different sea-
sons, and different periods in a day will construct different 
3-D models.

As there are many photos shared by users for the POI, 
how to select relevant and compensative source to build 
up the 3-D models efficiently is urgently needed. Not only 
the redundant images, but also the redundant BoW/SIFT 
points that are useless for improving the 3-D models can be 
removed before SfM.

To remove redundant images. 1) As we all know, a fuzz-
ier image can generate many useless features which can 
affect the quality of the model by noisy 3-D points. 2) Due 
to a mass of images and lower dimension of global feature, 
we use a global feature before 3-D reconstruction to remove 
noisy images. It can generate a visual-similarity images sub-
set quickly.

To remove redundant BoW/SIFT. 1) Many photographers 
take photos by some criteria to make their photos beautiful 
and show their subject. There are some well-known heu-
ristic principles which professional photographers follow, 
including the rule of thirds, diagonal dominance, and sense 
of balance. So we can extract salient regions in images and 
just utilize the SIFT points in the regions. 2) Sort SIFT by 
its importance such as its scale and location and select first  
k  features. If they are not matched in the given two images, 
then the two images are viewed as unmatched. The regular 
matching is only performed for the matched image pairs.

Directly classifying the photos into different clusters, 
and then building 3-D models for each cluster, can not only 
reduce computational costs, but can also improve the recon-
struction quality. Moreover, in social media, there are mul-
timodal descriptions for the photos such as tag, title, com-
ments, views, and so on. So making use of them to select 
photo clusters can carry out fast 3-D reconstruction. 
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